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Optimal Network

We are interested in how to deliver efficiently information in a
communications network (e.g. minimising the transit time of
information (packets))

Possible Approaches

I Given a network ‘find’ an algorithm to optimise the delivery of
packets

I Given a packet delivering algorithm ‘build’ a network that is
optimal for this algorithm

R. Guimerà et al., Optimal network topologies for local search with congestion, Physical Review Letters,89, 2002
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The Network

I Fixed number of nodes and links.

I Each node is a source of traffic and has a queue (M/M/1).

I Each node produces the same amount of traffic.

I Estimate the traffic load at node i using the Betweenness
Centrality (assumption: routing using shortest–path)

Betweenness = CB =
number of shortest–paths that visit a node

number of different shortest paths

1 1

1/3 2/3

2/3 1/3

source destination
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Delay and Congestion

Total number of packets on the network, n(t): (from Little’s law)

d n(t)

d t
= ΛN − n(t)

τ̄
.

N = number of nodes, Λ = average traffic per node, τ̄= average
delay.

ΛN → traffic going in

n(t)/τ̄ → traffic going out

For low load Λ << 1, τ̄ ≈ average shortest–path.
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Delay and Congestion
Average time

τ̄ =
1

N

N∑
i=1

W̄i

Average time that a packet spends in queue i .

W̄i = ρi/(1− ρi )(1/µ), where ρi = λi/µ

µ = service rate

Steady state solution d n(t)/d t = 0 gives:

n̄ =
N∑

i=1

Λ(N − 1)

µi (N − 1)− ΛCB(i)
.

Congestion (queue node m)

Λc = (µ(N − 1))/CB(m)

Zhao et al., Physical Review E, 71, 2005
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Re–wiring the Network

I Given a load Λ

I the number of nodes N and links L

I find the network with minimum average delay (minimise n̄)
The rewiring is done using simulated annealing

Polarisation = (`∗ − `)/`, `∗
average shortest path for
largest congestion load, ` is
average shortest path
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Figure 2: The polarisation of the network decreases
as the load is increased. For low load λ = 0.01 net-
work is a (a) 1–star network as the load increases it
changes to a (b) 3–star network (λ = 0.015), to a (c)
5–star network. The transitions are marked with
a vertical dashed line. As the load increases the
network changes topologies to networks with more
stars. For values greater than Λ ≈ 0.1 (d) the net-
work has the topology of a ring. The network has
45 nodes and 45 links.
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Figure 3: Total number of packets for different
topologies as a function of the load. The 1–star–like
(solid line), 3–star (long dashed line), 5–star (short
dashed line) and 7–star network (dotted line). The
inset shows that total number of packets for the 2–
star network is always greater than total number of
packets for the 1–star (solid line) or 3–star networks
(dashed line), implying that the 2–star network is
not an optimal solution.

Figure 3 shows the total number of packets in the network
as a function of the load for the 1–star–like (solid line), 3–
star–like (long dashed line), 5–star–like (short dashed line)
and 7–star–like network (dotted line). The change from one
topology to another are marked with vertical dashed lines.
Notice that not all star–like networks are optimal and there
are values of the load where there are are least two possible
optimal solutions. The inset in figure 3 is an amplification of
the behaviour of the 1–, 2– and 3– star–like networks for low
load. The 2–star–like network is not an optimal solution.

The case that the network has S nodes and L = 2S links
is interesting because it includes the case of the Manhattan
network which has been considered by many researchers [19,
11, 24] when looking at the transition to congestion. The
Manhattan network is a toroidal regular symmetric mesh
network with shortest path "̄ =

√
S/2 and constant between-

ness CB =
√

S(S− 1)/2. Figure 4 shows the transition from
star networks to regular networks for the case S = 36 and
L = 72. As previously observed [12] there is a large drop on
the polarisation value as the load is increased. What we no-
ticed is that the networks do not change abruptly from star–
like to regular networks. As the load increases the network
changes from star–like networks with increasing number of
centres. There is an interval where the networks are not
star–like or regular networks (the interval 0.05 < Λ < 0.014
marked on the figure). In this interval the degree of the
node fluctuates closely to the average degree 2L/S = 4. As
the load increases the topology changes to a regular graph.
To check if the network is node–regular or symmetric, we
evaluated the node and link connectivity of the graph. Af-
ter Λ > 0.014, the graphs are all regular symmetric but this
optimal solution does not give a unique topology. In the
figure we have marked the girth of the regular symmetric
networks. Notice that even that the girth is relatively large
this does not imply that the optimal network is an entangled

number of nodes = number of links
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Some Properties

If N number of nodes equal to L the number of links then

I we can evaluate analytically the betweenness, if the graph has
S ‘stars’

CB(ray) = N − 1

CB(centre) =
CB(SK )N2 − NS + N2S + S2 − NS2

S2

where CB(SK ) is the betweennes of the skeleton graph.

skeleton

I we can evaluate the optimal networks as a function of the load

I Transition: 1–star ⇒ 3–star ⇒ 5–star ⇒ 7–star . . .
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From Stars to Regular Graphs
network as defined by Donetti et al. [7]. Also it is not clear
if the synchronisation of the individual dynamical process in
a communications network is a desirable property. An ex-
ample of synchronised but unwanted dynamical behaviour is
route flapping. In this case a router alternatively forwards
traffic to a given destination via one route then another. In
this case the router has to re–evaluate a new routing ta-
ble and can create alternated congestion points between the
different routes.

We also observed that, on average, the centres of the stars
tend to have a degree equal to number of links L divided by
the number of centres. This observation is interesting for
two reasons. It can give us an indication when the star–like
network disappear and also that the star–like networks look
like a bipartite graph (see figure 4c).

As the load increases, the number of centres c in the star–
like networks increases. As the total number of links is fixed,
the degree of the centres decreases and the degree of the rays
increases. The stars disappear when the degree of the centre
and the rays are the same. The average degree of the nodes
are L/c and the average degree for the rays is L/(S − c).
The star–like networks will disappear when the degree of its
centres is the same as the degree of the rays, which happens
when half of the nodes are centres. We were able to verify
that this is the case by observing the appearance of stars
as the load increases for the cases S = 32, L = 72, 108;
S = 64,L = 201.

The colouring of graphs has important applications in
communications networks. For example in the efficient allo-
cation of frequencies in wireless networks [13] or circuits in
optical networks [18]. As the node and link colouring prob-
lem of bipartite graphs is well understood [23] we verified
if, in general, a bipartite graph can be an optimal network.
To do so we try a network with S = 32, L = 108. With
this number of nodes and links it is possible to construct a
bipartite graph where one set of nodes corresponds to nine
nodes with 24 links each, and the other set of nodes is 27
nodes with 4 links each. Using the optimisation algorithm
we found out that bipartite graphs are not optimal networks.

A remark about our naming of the nodes in the star–
like networks. For low loads, we called the nodes with the
highest degree the centres of the star–like network. Notice
that for the case where the number on links is equal to the
number of nodes, our definition of a “centre” corresponds the
definition of a centre of a graph (that is the node v with the
property that the maximum shortest–path between v and
any other node is as small as possible). However, we cannot
generalise this observation to optimal networks where the
number of nodes and links is not the same.

Distance to congestion
In normal operation the nodes produce time varying loads

Λ(t) which if large enough can cause congestion. To char-
acterise how far is an optimal network from congestion we
measured its distance to congestion Λc − Λ and its relative
distance to congestion

dc =
Λc − Λ

Λc
, (20)

where Λ is the load for which the network is optimal and Λc

is the load for which the optimal network is congested. The
results are shown in figure 5. For low load Λ, the optimal
network operates far from its congestion point. For high Λ,
as expected, the network will operate closer to its congestion
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Figure 4: (a) Polarisation for a network with 36
nodes and 72 links. From 0 < Λ < 0.05 the net-
works are star–like, from 0.05 < Λ < 0.145 the degree
of nodes fluctuate closely to the average degree L/S
where L. From 0.05 < Λ < 0.38 the optimal solution
are regular networks. (b) Change of the polarisation
for low loads. (c) A five star–like network.
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Robust Networks

Why?

I Increasing use of networks as
infrastructure (e–commerce)

I Increase threat of disruption of the
communications due to failure or
attacks (lack of robustness).

Solution
All the nodes ‘look’ the same so no node is
special.

Removing one node will not disrupt the
‘flow of information’.

A. H. Dekker & B. D. Colbert, Network Robustness and Graph Topology, 27th Australasian Computer Science

Conference, 2004
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Robust Networks

I Node connectivity = κ: Minimum number of
nodes needed to remove to obtain a
disconnected network

I Link connectivity = η: Minimum number of
links needed to remove to obtain a
disconnected network.

I dmin: minimum degree in the graph

I Any graph: κ ≤ η ≤ dmin,

Robust Networks (Dekker & Colbert): They are regular graphs with
κ = η = dmin = d
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Regular and Symmetric Graphs

Theorem
(Dekker & Colbert) For any connected node–similar graph of
degree d:

1. η = d (link connectivity = degree)

2. if d ≤ 4, then κ = d (node connectivity = degree)

3. if the graph is symmetric, then κ = d

4. κ ≥ 2/3(d + 1)

interfaces, circuit boards, etc. would primarily put
links out of action. On the other hand, when mod-
elling network robustness of military networks in the
face of combat (and indeed also of civilian networks
in the face of terrorist activity), the major threat is
the destruction of entire nodes (usually by explosive
means). In this case, we would expect node connec-
tivity to be the most useful in modelling robustness.
In related work (Dekker 2004) we describe a simple
combat simulation experiment which shows that this
is, in fact, the case.

The following well-known theorem, due to Menger,
provides an alternative formulation of node and link
connectivity:

Theorem 2.2 For any graph:

(i) the node connectivity κ is the smallest number of
node-distinct paths between any two nodes.

(ii) the link connectivity λ is the smallest number of
link-distinct paths between any two nodes.

Proof. Corollaries 4.2 and 4.3 of Gibbons (1985) !

These connectivity measures can be calculated us-
ing the maximum-flow algorithm (Gibbons 1985), and
we have developed a network design and analysis tool
called CAVALIER which incorporates these calcula-
tions.

The CAVALIER tool also performs statistical and
graph-theoretical network analyses, 2-dimensional
and 3-dimensional visualisation (Dekker 2001), and
has a simulation capability to assess network perfor-
mance (Dekker 2003b). All the figures in this paper
were produced using the CAVALIER tool.

There are well-known bounds on κ and λ:

Theorem 2.3 For any graph, κ ≤ λ ≤ dmin.

Proof. Due to Whitney: see Theorem 5.1 of Harary
(1969) or Theorem 2.9 of Gibbons (1985). !

If κ = λ = dmin for some graph, we say that the
graph is optimally connected, since the node and link
connectivities are as high as possible, i.e. the network
is as robust as it could be, given the value of dmin. In
Section 3, we consider several strategies for designing
optimally connected graphs.

3 Optimal Connectivity

Having discussed the importance of connectivity in
modelling robustness of a network topology, we now
review some results from the graph-theoretic litera-
ture relating connectivity of a graph to the degree of
symmetry, and we describe several cases of optimally
connected graphs, i.e. graphs with κ = λ = dmin.

Definition 3.1 The following concepts of symmetry
will be used:

(i) We say that a graph is regular if every node has
the same degree; in this case we also speak of the
degree d of the graph.

(ii) An automorphism of a graph is a permutation π
of the nodes which preserves links, i.e. a — b is a
link if and only if πa — πb is a link.

(iii) A graph is node-similar (more usually, vertex-
transitive) if for any two nodes a and b there is
an automorphism π such that πa = b.

(iv) A graph is symmetric if for any two links a — b
and x— y there is an automorphism π such that
πa = x and πb = y.

(b)(a)

Figure 1: Two Regular Graphs

Our CAVALIER tool includes a module to enumer-
ate all the automorphisms of a graph, and to check
the conditions of node-similarity and symmetry (for
small or sparse graphs, where this is feasible).

Essentially the condition of node-similarity says
that all nodes “look the same,” while symmetry says
that all links “look the same.” Clearly a symmetric
graph must be node-similar, and a node-similar graph
must be regular, but the converses of these implica-
tions do not hold. Figure 1(a) shows a graph which is
regular but not node-similar. The “soccer-ball” graph
in Figure 1(b) is node-similar (every node is the in-
tersection of a pentagon and two hexagons) but not
symmetric (some links join a pentagon and a hexagon,
while others join two hexagons). The “soccer-ball”
is one of the 13 semi-regular polyhedra described by
Archimedes and Kepler, all of which are node-similar
(essentially by definition).

Examples of symmetric graphs include the regular
polyhedra: tetrahedron (d = 3), cube (d = 3), octahe-
dron (d = 4), dodecahedron (d = 3), and icosahedron
(d = 5). The q-dimensional hypercube (with n = 2q

and d = q) is also symmetric, and has been used in
a highly parallel computing (van de Goor 1989). The
“Connection Machine” (Hillis 1985) was a supercom-
puter constructed as a 12-dimensional hypercube.

The torus (a rectangular p × q grid with p, q ≥ 3,
where the top edge is connected to the bottom, and
the left to the right) is node-similar, and symmetric if
p = q. The torus has also been used in highly parallel
computing, and has the advantage of requiring fewer
links than the hypercube.

The property of being node-similar is of value in
its own right for parallel computing, since it tends
to facilitate routing and load-balancing (van de Goor
1989). For communications network design, node-
similarity also facilitates routing, and ensures that the
impact of losing a node does not depend on which
node is lost. The property of symmetry is also of
value, because when links “look the same,” traffic on
each link is likely to be approximately equal.

Node-similar networks are particularly appro-
priate for decentralised Network Centric Warfare
(Dekker 2003a), since all nodes are of equal im-
portance. As military forces move from “platform-
centric” to “network-centric” organisational struc-
tures, decentralised architectures become more im-
portant, since they provide no high-value targets
to the enemy. On the other hand, decentralised
forces can still focus their attention on a given point,
through “swarming” (Arquilla & Ronfeldt 2000) or
self-synchronisation (Alberts et al. 1999) behaviour.

Within the civilian telecommunications infrastruc-
ture, making the major communications backbone
node-similar would also have the advantage of pro-
viding no high-value targets to terrorist attackers.

If a network is both node-similar and optimally
connected, then it provides maximum resistance to

regular → node–similar → symmetric
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Which Regular Graphs?

I These graphs are all regular
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I The sum of the betweenness is the same
∑

i CB(i) = 80

I The average shortest path is the same.

I but the nodes congest at different loads

I the girth is different
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Removing Nodes in an Optimal Network

The load in the links

Symmetric networks:

load link =
(N − 1)¯̀

k
≥ ND

2k

Node similar networks:

load linkmax ≥
(N − 1)¯̀

k
≥ ND

2k

where

I N = number of nodes

I k = degree of the nodes

I ¯̀ = average shortest–path

I D = diameter of the network (largest shortest–path)
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Entangled Networks. Synchronisation

Very briefly (from review by Donetti et al. )

dxi

dt
= F (xi )− σ

∑
j

LijH(xj)

F (xi ) describes the evolution, H(xj) the coupling between
neighbours and σ is a constant.
Lij is the Laplacian matrix

Lij =


−1 if there is a link between i and j

ki if j=i, and ki is the degree of node i

0 if there is no link between i and j

L. Donetti et al. Optimal network topologies: Expanders, Cages, Ramanujan graphs, Entangled networks and all

that. arXiv:cond:mat/0605565
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Entangled Networks. Synchronisation

‘Robust’ synchronised state if the ratio Q = λN/λ2 is as small as
possible; λi = eigenvalue of L. (Barahona and Pecora, Wang and

Chen)

Properties:

I Homogeneous regular networks (entagled networks Donetti et

al)

I long loops (large girth)

But synchronisation is not necessary a property wanted in
communication networks (route flapping).

Large girth means that if a link fails, there is a long detour when
delivering the information
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Adding Links

I In a rectangular–toroidal network the
addition of a small amount of random
links reduces the value of the critical
load in–spite of the increased
connectivity between the nodes (Fukś

and Lawniczak)

Braess’ paradox: Each user chooses to minimise its expected
delay by choosing an ’optimal’ route. The addition of an extra link
and hence route choice could reduce the delay. This is true for
uncongested networks but it may not be true for a congested
network.

D. Braess, Unternehmensfoschung, 12:258-268, 1968

Networks with Qs, Kelly et al, Calvert et al
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Adding Links. Braess’ Paradox
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More Questions and Some Conclusions

I Low loads: For simple networks (L = N) it can be solved, can
we use symmetry (group Th.) to obtain (an approximation
of) the optimal solution?

I ‘middle’ of the range loads: Look like entangled networks, are
they?

I desirable qualities: adding new links has a small effect on the
performance of the network (Braess).

I High loads: They seem to be node–regular networks (or even
Symmetric).

I Girth changes with the load and is relatively large (perhaps not
a good characteristic in communication networks).
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Possible future work

I Nodes that are not equialent (fast queues).
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